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Denoising Diffusion Probabilistic Models

take each training image and to corrupt it using a 

multi-step noise process to transform it into a sample 

from a Gaussian distribution

a DNN is then trained to invert this process, and once 

trained the network can then generate new images 

starting with samples from a Gaussian as input

Introduction
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Encoding process
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Image x from the training set

rewriting the transformation 

Forward encoder

variance of the noise distribution 

zt with zero mean and unit variance
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Markov chain
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Joint distribution of the latent variables 

Marginalizing over the intermediate variables z1, 

. . . , zt-1 we obtain the diffusion kernel 

Diffusion kernel 
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After many steps the image becomes 

indistinguishable from Gaussian noise

Independence of x

Diffusion kernel 
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Using Bayes’ theorem reversing the conditonal 

distribution 

Conditiona distribution 

intractable for p(x)
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Using Bayes’ theorem

Conditiona distribution 
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Revers process by Gaussian distribution

reverse denoising process then takes the form of a 

Markov chain given by

Reverse decoder 

deep neural network governed by a set of parameters w

network takes the step index t explicitly as an input so that it can account

for the variation of the variance across different steps of the chain. 

This allows us to use a single network to invert all the steps in the Markov chain
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Objective function for training the NN (likelihood)

the likelihood is intractable 

Training the decoder 
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Evidence Lower Bound (ELBO)

from

we obtain  

ELBO
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ELBO
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ELBO
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ELBO


	Slide 1
	Slide 2: Introduction
	Slide 3: Encoding process
	Slide 4: Forward encoder
	Slide 5: Markov chain
	Slide 6: Diffusion kernel 
	Slide 7: Diffusion kernel 
	Slide 8: Conditiona distribution 
	Slide 9: Conditiona distribution 
	Slide 10: Reverse decoder 
	Slide 11: Training the decoder 
	Slide 12: ELBO
	Slide 13: ELBO
	Slide 14: ELBO
	Slide 15: ELBO

