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Structured data 

in the form of sequences and images, corresponding to 

one-dimensional and two-dimensional arrays of 

variables respectively

many types of structured data are best described by a 

graph

set of nodes connected by edges

Introduction
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Structured data
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Graphs

nodes edges

permutation
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Invariance

The network predictions must be invariant to node label 

reordering 

Equivariance

node predictions should be equivariant with respect to 

node label reordering

Permutation equivariance
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Convolution filter

Invariant to any permutation

aggregation
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Message-passing NN

D-dimensional column vector of node-embedding variables
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Aggregation operators

sum

average

element-wise

learnable parameters 
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Information flow
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Update operators
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GNN 

can be viewed as a series of layers each of which 

transforms a set of node-embedding vectors {hn
(l)} into 

a new set {hn
(l+1)} of the same size and dimensionality

Classifying nodes in a graph

readout layer

loss function 

Node classification
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edge completion

edge present between two nodes

Example 

predicting whether two people in a social network have 

shared interests and therefore might wish to connect

Edge classification
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sum of the node-embedding vectors

edge present between two nodes

Graph classification
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Aggregation 

Graph attention network

bilinear

general
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Edges 

Graph

Embeddings



M
L 
–
 G

N
N

16

Modifying the operator

Taking information from all previous layers 

Over-smoothing
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