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Angelo Ciaramella



M
L 
–

S
in

g
le

 L
a
y
e
r

N
e
ur

a
l
N

e
tw

o
rk

2

Pattern recognition 

is concerned with the automatic discovery of 

regularities in data

e.g., recognizing handwritten digits

goal is to build a machine that will take such a vector x as 

input and that will produce the identity of the digit 0, . . . , 9 

as the output

Introduction

Handwritten Digit Recognition
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Training set

                           {x1, . . . , xN}

Target vector

                            

                            {t1, . . . , tN}

The result of running the machine learning algorithm can 
be expressed as a function y(x)

Preprocessing 

Feature extraction 

Training (or learning) phase 

Test set 

Generalization 

Data



M
L 
–
 S

in
g

le
 L

a
y
e
r 

N
e
ur

a
l 
N

e
tw

o
rk

4

Example: polynomial curve fitting

Plot of a training data set of N = 10 points, shown as blue circles, each 

comprising an observation of the input variable x along with the corresponding 

target variable t. The green curve shows the function sin(2πx) used to 

generate the data. Our goal is to predict the value of t for some new

value of x, without knowledge of the green curve.
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Example: polynomial curve fitting

Fitting by polynomial function

y(x,w) is a nonlinear function of x, it is a linear function of the 

coefficients w

Error function to minimize  
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Example: polynomial curve fitting 

Order of the polynomial
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Example: polynomial curve fitting 

Over-fitting
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Example: polynomial curve fitting 

Same model increasing data

9th Order Polynomial
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Example: polynomial curve fitting 

Same model 

increasing data

9th Order Polynomial

One rough heuristic that is sometimes advocated is that the number 

of data points should be no less than some multiple (say 5 or 10) of 

the number of adaptive parameters in the model.
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Example: polynomial curve fitting 

Regularization

Plots of M = 9 polynomials fitted to the data set using the regularized error

function



M
L 
–
 S

in
g

le
 L

a
y
e
r 

N
e
ur

a
l 
N

e
tw

o
rk

11

Example: polynomial curve fitting 

Table of the coefficients w for M = 9 polynomials with various values for 

the regularization parameter λ. Note that ln λ = −∞ corresponds to a model 

with no regularization. As the value of λ increases, the typical magnitude of 

the coefficients gets smaller.
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Probability theory 

Marginal Probability

Conditional ProbabilityJoint Probability
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Probability theory 

Sum Rule

Product Rule
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Probability theory 

Sum Rule

Product Rule
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Bayes’ theorem 

posterior  likelihood × prior
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Expectations

Conditional Expectation
(discrete)

Approximate Expectation
(discrete and continuous)
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Variances and convariances

Variance

Covariance
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The Gaussian distribution

Single variable x
Properties
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The multivariate Gaussian

Mahalanobis distance
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The multivariate Gaussian

Elliptical surface of constant probability density for a Gaussian 

in a two-dimensional space
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