TEXT MINING

Pre-processing - Document Term Matrix (DTM) - Analysis



Type of data

Organized and well-formatted data. They

e Structured || can be reported into tables and
spreadsheets. Generally they are

guantitative

Data are not organized or properly formatted.
([ J
Unstructured ‘ Difficult to collect, process and analyze.

They are qualitative data



Structured data example

year code desil desi2 desi3 desid desiS desi year code desil desi2 desi3 desi4 desiS desi
2014 AT 94 1238 605 572 777 4132 2019 EL 103 819 591 656 7,04 37,99
2015 AT 1081 1255 649 643 826 4453 2019 PL 1298 921 659 49 7,87 4161
2016 AT 1207 1258 657 676 904 47,03 2019 1T 144 816 605 645 88 4387
2017 AT 1264 1331 679 699 943 49,16 2019 HU 1509 10,53 72 509 746 4538
2018 AT 1343 1384 743 771 952 5192 2019 SK 1316 1105 7,08 68 804 4632
2019 AT 1463 1391 7,72 763 100 539 2019 PT 1447 881 667 857 107 49,22
2014 BE 12,83 1161 6,29 83 655 4558 2019 €z 14,81 112 719 85 828 4998
2015 BE 14,17 11,6) 68 908 698 4871 2019 LV 1632 1011 7,36 517 1106 50,02
2016 BE 15 11,74 739 1041 7,89 52,42 2019 SI 1463 11,58 7 802 971 5093
2017 BE 1602 1185 7,77 114 816 5521 2019 FR 1415 11,75 7,39 813 961 51,03
2018 BE 1654 11,41 7,94 1164 912 56,65 2019 LT 127 1055 7,82 994 1099 52
2019 BE 16,52 124 816 1242 9589 594 2019 AT 1463 1391 7,72 7,63 10 539
2014 CZ 8,29 11 591 69 399 3615 2019 DE 1584 1361 884 838 7,78 5444
2015 CZ 11,63 1121 615 768 421 40,89 2019 ES 163 11,12 g8 893 11,76 5612
2016 CZ 1245 1114 617 778 483 4237 2019 BE 1652 124 816 1242 98 594
2017 CZ 12,97 107 641 868 652 4529 2019 EE 1549 1561 9,11 7,84 1193 59,98
2018 CZ 1405 1125 671 826 7,37 47,65 2019 IE 1566 1346 7,96 1374 1053 61,35
2019 CZ 14,81 12 7,19 85 828 4998 2019 LU 1833 1747 936 774 88 61,79
2014 DE 114 1247 7,03 633 559 4282 2019 UK 1591 1541 10,4 10,39 101 61,95
2015 DE 1274 128 7,29 656 574 4515 2019 DK 1839 1537 11,11 1226 1167 6881
2016 DE 1318 1314 7,795 727 66 47,94 2019 NL 1816 1545 10,91 126 1182 6894
2017 DE 1381 1321 7,96 757 686 4941 2019 SE 176 1791 1085 1145 1166 69,48

[2018]o0e 144 1355 841 802 74 51,78 2019 FI 1652 1938 10,38 1167 1198 69,93
2019 DE 1584 1361 884 838 7,78 5444
2014 DK 1301 1466 931 88 1081 56,63
2015 DK 1504 1506 971 9,88 1133 61,01 ) )
2016 DK 1541 1505 10,25 10,29 1166 62,66 Titolo del grafico
2017 DK 1627 1561 1078 1144 1151 6561
2018 DK 1702 1516 10,83 1147 1162 661 7o
2019 DK 1839 1537 11,11 1226 1167 6881 60
2014 EE 10,56 13,82 74 442 1066 46,87 -
2015 EE 11,33 1397 826 493 1112 49,62 o
2016 EE 1256 1392 866 568 11,5 5232
2017 EE 137 1397 868 674 1178 54,86 30
2018 EE 1421 1458 887 763 1181 57,2 20
2019 EE 1549 1561 9,11 7084 1193 59,98 1
2014 EL 613 816 402 518 329 2678 .
2015 EL 704 855 454 554 349 2917
2016 | EL 767 833 287 516 23 3035 EL PL IT HU SX PT CZ LV S| FR LT AT DE ES BE EE IE LU UK DK NL SE A
2017 EL 8,39 83 517 604 517 3307 mdesit mdesi2 mdesis mdesié mdesis
2018 EL 934 799 538 63 593 3493
2019 EL 103 819 591 656 7,04 37,99
2014 ES 907 1029 588 564 962 4049



Unstructured data examples

o Text files: Word processing, spreadsheets, presentations, emails, logs, etc.

o Email: Email has some internal structure due to its metadata, and we sometimes
refer to it as semi-structured. However, its message field is unstructured and
traditional analysis tools cannot analyze it.

o Social media: Data from Facebook, Twitter, LinkedlIn, etc.

o Websites: YouTube, Instagram and photo sharing sites.

o Mobile data: Text messages, places.

o Communications: Chat, IM, phone recordings, collaboration software.

o Media: MP3, digital photos, audio and video files.

o Business applications: MS Office documents, productivity app, etc.



Information mining

___________________________
___________________________

Structured data Unstructured data
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Text mining
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Text Mining is the process of deriving high quality‘

information from the text.

The overall goal is to turn the texts into data for
analysis, via application of Natural Language

Processing (NLP)




Introduction to text mining

Text Mining is an Artificial Intelligence (Al) technique that uses

natural language processing (NLP) to transform the free,

unstructured text of documents / databases such as web pages

newspaper articles, e-mails, press, post / comment on social media

etc. in structured and normalized data.

Ability to extract latent information
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..........

Objectives of text mining LA

* identify the main thematic groups

e classify documents into predefined categories

* discover hidden associations (links between topics, or between authors, temporal
trends, ...)

e extract specific information (ex: names of geniuses, names of companies, ...)

* train search engines

e extract concepts for the ontology learning.

* |dentify attitudes and opinions on contrapposed emotional states (sentiment analysis)
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‘ Generate C
Text Mining: how does it work? =\ ooe)

Textual analysis is applied to text which already represents "information».

It is a set of facts, relations and assertions that can be directly usable through appropriate
tabular representations, plots, mind maps, etc. or they can be integrated into databases,
data warehouses or business intelligence dashboards and used for descriptive, predictive
and prescriptive analysis.

The entire process can be data-driven where solutions are implemented that are capable of
acquiring and analyzing data in real time, generating, for example through Machine Learning

(ML) algorithms, outputs capable of understanding or even anticipating problems, behaviors,
needs and trends.
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Steps of text mining

I

* Corpus
1. Pre — Processing ) - , Tokenization

_* Stemming

2. Document term matrix

* Word frequency e word cloud
* Word association
_* Word clustering

|

3. Exploratory Analysis )




Pre - processing

Main steps:

- Data selection (creating corpus)
- Data manipolation (tokenization)

- Reduction of the variants associated with
each word (stemming)

- Generation of characteristics and vectors

- Classification
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Pre - processing

= |t requires solving the numerous difficulties inherent in data processing

= Ambiguity of language: the same word can take on different meanings
depending on the context and different words can mean the same thing
(synonyms)

" Language sensitivity (sensitive topics)

= Numerous dimensions involved in the extraction of concepts / words

= Difficulties due to: spelling errors, abbreviations, language variants, etc...
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Steps of text mining

I

* Corpus
1. Pre — Processing ) - , Tokenization

_* Stemming

2. Document term matrix

* Word frequency e word cloud
* Word association
_* Word clustering

|

3. Exploratory Analysis )




Pre-processing: Corpus

It transforms a group of separate text documents into a single text that merges them all.

Client 1: Good morning, | would like to have information on product X.

Client 2: | would like to know where product X can be purchased.

Q

Good morning, | would like to have information on product X. | would like to know where product X can
be purchased.
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Steps of text mining

I

* Corpus
1. Pre — Processing ) - , Tokenization

_* Stemming

2. Document term matrix

* Word frequency e word cloud
* Word association
_* Word clustering

|

3. Exploratory Analysis )




Tokenization

* It is the manipulation of data to extract the relevant elements, namely words,
phrases or even letters.

* The text is divided into tokens, which are blocks of atomic text, made up of
indivisible characters, as a sequence of characters surrounded by delimiters

There is great demand on the market for this product 0

There | is | great |demand |on | the | market| for | this | product
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Tokenization
Deleting stopwords

Stopwords are non-informative words, like articles, prepositions.

In the text processing, it is therefore necessary to load, for each

language, a list of "stopwords" that the system will eliminate
before proceeding with the processing of the text
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Tokenization

Example on a facebook comment

Description Before After
Remove capital letter |The productis fantasticc, the NUMBER 1! |the productis fantastic, the number1!

Remove punctuation |the productis fantastic, the number1! [the productisfantastic the number1l

Remove numbers the product is fantastic the number1 the product is fantastic the number

Remove spaces the product is fantastic the number the product is fantastic the number

Remove specificterms |the product is fantastic the number product fantastic number
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Steps of text mining

I

* Corpus
1. Pre — Processing ) - , Tokenization

L * Stemming

2. Document term matrix

* Word frequency e word cloud
* Word association
_* Word clustering

|

3. Exploratory Analysis )




Stemming

Process of reducing the inflected form (any morphological
variation) of words to the basic form, called root or theme

et

extraction of the root of a word, removing affixes and endings
(e.g. playing, playing games, players, play...)
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LEMMATIZATION

Identification of the NLP vocabulary (lemma) starting from a word with ending.
Determining the part of speech of a word, and then applying the different
normalization rules.

Given a wordform, stemming is a simpler way to get to its root form. Stemming simply
removes prefixes and suffixes.

Lemmatization on the other hand does morphological analysis, uses dictionaries and
often requires part of speech information.

Thus, lemmatization is a more complex process

Stemming Lemmatization
adjustable — adjust was — (to) be
formality — formaliti better —~ good

formaliti -~ formal meeting — meeting

airliner — airlin A\
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Steps of text mining

I

* Corpus
1. Pre — Processing ) - , Tokenization

_* Stemming

2. Document term matrix

* Word frequency e word cloud
* Word association
_* Word clustering

|

3. Exploratory Analysis )




Document-term matrix (DTM)

It consists of one of the most common formats for representing a
corpus of text in a bag-of-words format

The Document matrix is a table containing the frequency of each
word occurring in the text.
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Document-term matrix (DTM)

e . —
Number of times which word 3 occurs in document 2

The resulting data frame is T T  T—— )

01/12/22

Term Frequency
Bad 77
Beautiful 58
Need 30
Assistance 26
break 24
small 20
negative 18
failure 10
problem 7
price 5




Steps of Text Mining

—

1. Pre — Processing E—) -

—

2. Document term matrix

3. Exploratory Analysis e -

* Corpus
 Tokenization

* Stemming

* Word frequency (word-cloud)
* Word association
* Word clustering



Word frequency

The bar-plot allows you to compare the frequency of the most

used words in a text

Most frequent words
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Word-cloud

Once the frequency associated with each word detected in
the text has been identified, the so-called word cloud can be
presented, showing the most frequent terms of the text.



Word-cloud

Word clouds are a powerful communication tool. They're easy to
understand, easy to share, and they're impactful.

Word clouds add simplicity and clarity. The most used keywords
stand out best in a word cloud. By size and color.

Word clouds are more visually appealing than table data
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Steps of Text Mining

—

1. Pre — Processing E—) -

—

2. Document term matrix

3. Exploratory Analysis e -

* Corpus
 Tokenization

* Stemming

* Word frequency (word-cloud)
* Word association
* Word clustering



Word association

The link between the words can be summarized through a plot of the
network that can be created between them.
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Word clustering
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Polarized tag plot (or pyramid plot)

o  The polarized tag-plot (pyramid plot) allows to identify the
frequency of a term used into two different documents

O It is created starting from a data matrix with all common words
occurring in both corpora.

® Adding another matrix for the absolute difference between both
corpus for each word and the graph is created.



Polarized tag plot
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Sentiment Analysis

Sentiment Analysis is a technique aimed at identifying the opinions expressed in online texts on a
product or service, on a company, on a brand or on an event. This type of analysis allows to
understand the nature of the interactions carried out between users, in a precise context and in a
given period of time.

It is a multifunctional tool, it can be used in a different but functional way in various fields, even
very different from each other.

e companies that want to know directly the opinion of their users
* political parties

* sociologists,

°* museums,
* research bodies,

* computer scientists,

© ®

* even seismologists,

* epidemiologists,



Sentiment Analysis to monitor the on-line reputation

Sentiment Analysis is a useful tool for market research, such as understanding the opinion

of the chosen target on a specific product or topic of interest or it can facilitate the work of
market segmentation in order to get to know your customers or main stakeholders better.

Furthermore, it can be a useful tool to analyze Brand Reputation, through Social Networks,
to understand the general opinion of stakeholders and in particular of customers regarding
their brand.

It still allows you to monitor marketing campaigns by evaluating the effectiveness of a
specific marketing activity.

Evaluating digital word of mouth thus becomes an important aspect in evaluating the
brand reputation of a brand or customer satisfaction, in relation to a service or product.

Furthermore, given that the discussion on social media can take place at the same time as
the choice process is matured or even coinciding with the purchase process, the
monitoring of social channels has an important impact on the success of new products,
and on the effectiveness of communication or marketing campaigns (Jansen et al., 2009).



Sentiment Analysis to monitor the on-line reputation.

However, the judgment can also be expressed subsequently with
respect to the consumption of the same, thus allowing the satisfaction
of the buyer to be assessed. Social media becomes an important brand
management tool. With this approach, therefore, consumer sentiments
and opinions become the fulcrum of analysis.

There are two approaches used by companies to monitor the mood of
their market: Top Down and Bottom Up.



Sentiment analysis

|ldentify a sort of polarity that people show towards a topic by creating an index
that associates numerical values from "completely positive" to "completely
negative", passing through the neutral position.
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